Lecture 6 : Basic Probability Tools

1 Probability space

1.1 Introduction with examples

A probability space is defined as a triplet (2, F, P), where:
e () is the sample space.
e F is the event space.
e P is the probability measure such that P(2) = 1.

and a random variable is a mapping from 2 to some other space (in our application it will be R? for a certain
p € N). We will define those object rigorously in the sequel, let us first present some examples to understand
relevant notions and difficulties.

Example 6.1. Let P be a probability uniformly distributed on Q = [0,27) it is in bijection with the sphere:
S' = {(z,y) € R%, 2% + y* = 1}.

through the correspondence ® : Q0 — St satisfying ®(w) = (cosw, sin(w)). For any random variable X : Q —
RP, one can define the expectation:

E[X] E/QX(w)d]P’(w),

(this is the Lebesque integral along the measure P). In this example we set that P was the uniform measure
on [0,2m), therefore:

1 2m
E[X]=— X(w)dw.
2 0
In particular, let us introduce the random variables X,Y : Q — R defined for any w € Q0 as:
X(w) = cos(w) and Y (w) = sin(w).

then one has:
E[XY] = /Q cos(w) sin(w)dP(w) = %/0 i sin(2w)dw = 0 = E[X]E[Y].

One could then be tempted to think that X andY are independent (for a definition that will be given later).
But that is not the case. It can be intuitively anticipated from the relation

Yw e X(w)? +Y(w)? = cos(w)? +sin(w)? = 1.

But one can more simply remark that:

(r2b) e (o) o (05 ) -2




Statistical learning - STA4042

i) -%-5
6’31 6-2r 12

1 1
=P(X > i)P(Y > 5)

=+

Il
ol /B

This implies that X and Y are two dependent variables, as expected.

Example 6.2. In statistical learning, the common model is:

y=f(z) +e,

where y € R, © € R? and ¢ € R. In fact, x,y and € are all random variables. A first modelling could be
to consider the sample set Q) = RP with a certain probability law P defined on Q and characteristic of the
distribution of x (for example, the canonical Gaussian distribution). But then all random variables would
write g(x) and thus depend on x. This does not allow us to correctly model the noise random variable €, which
is traditionally assumed to be independent with x. Therefore, to correctly model this kind of settings, one has
to consider a conceptual sample set Q (also called “universe”), which is endowed with a certain probability
law P and which allows to define all the random variables appearing in the problem. In the model studied,
Y: Q>R X:Q—=RP ande: Q — R. This conceptual model allows correctly formulate independence
between X and €. The exact nature of Q0 is then almost never investigated, all calculations and inferences
are done only thanks to the properties satisfied by Q and P, which we will define below.

1.2 Definition of a Probability space

The sample space 2 is a general set and does not have to satisfy particular properties. We provide below
the properties of the event space F and of the probability measure P that are crucial to be able to model
random behaviors. The set of all subsets of €2 is traditionnaly denoted 2 because there is a correspondance
between the subsets of 2 and the mappings from Q to {0,1}. Given such a mapping f : w — {0,1}, one can
indeed introduce the subset Ay = {z € Q, f(z) = 1} and given A C Q, one can define uniquely the mapping
f:w—{0,1} satisfying f(z) =1 if x € Q and f(x) = 0 otherwise.

Definition 1 (Event space). Let Q be a sample space. A set of subsets of Q, F C 2% is alled an event space
iif it satisfies the following properties:
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1. Q belongs to F: The sample space itself is an element of F, i.e., Q € F.

2. Closed under complementation: If A € F, then the complement of A with respect to ), denoted
A =Q\ A, is also in F, i.e., A€ F.

3. Closed under countable unions: If Ay, Ao, As,... are elements of F, then their union is also in
F, e,
U4aer
i=1

Remark 6.3. Considering the case Q = R, note that the set I = {]a,b[,a,b € RU{—00,+0c0}} is not a valid
set of event. One has Q € I but the closeness under complementation is not satisfied since 10,00[€ I but
] — 00,0] = R\]0,00[¢ I. Performing iteratively the complementation and countable unions of elements of I
can though produce an event space called the Borel algebra. The Borel Algebra is the smallest event space
that contains all the intervals of R. One can define similarly the Borel algebra in any RP with p € N as being
the smallest events space containing all the open sets (and thus the closed sets) of RP. It is denoted B(RP).
Without further specification, that will be the event space that we will consider in our examples.

Definition 2 (Probability law). Let us consider Q be a sample space, and a set of event F C 2%. A
probability law is a function P : F — [0, 1] that satisfies the following properties:

1. Non-negativity: P(A) > 0 for all A € F,
2. Normalization: P(Q) =1,

3. Countable additivity: If Ay, As, Az, --- € F are mutually disjoint, then:
POJ&)E:Mm)
i=1 i=1

Lemma 6.4. Considering a probability space (, F,P) and given an event A C F:
P(Q\ A)=1-P(A)
Proof. Since A C F, AN(Q\ A) = 0 one can express:

P(Q\ A) + P(A) = P(AU (w\ A)) = P(Q) = 1,

Lemma 6.5. Considering a probability space (2, F,P) and two event A C F:
P(ANB)=PA)+P(B)-P(ANB)

Proof. Since AUB = (A\ (ANB))U(ANB)U(B\ (AN B) and all the left-hand sets are disjoint, one has
the identity:

P(ANB) =P(A\ (ANB)) +P(ANB) + P(B\ (AN B)).

One can then conclude thanks to the identities P(A\ (AN B)) = P(4A) —P(AN B) and P(B\ (AN B)) =
P(B) —P(AN B). O

Definition 3. Given two probability space (2, F,P) and a dimension p € N, a random variable is a mapping
X : Q — RP such that for all open set B C RP, X~1(B) is an event of F (X 1(B) = {w € Q, X (w) € B}).

In measure theory, one would call random variables measurable mappings because the reciprocal image
of Borel sets (that form the events space of R?) are in F.

3



Statistical learning - STA4042

2 Example of Probability spaces and typical laws

We consider below a probability space (2, F,P). Given a random variable X : Q — R, the “law” of X,
Px : B(R) — [0, 1] is defined VB € B(R) as:

Px(B)=P (X !(B)).

Then (R, B(R),Px) form a Probability space.

Note that two random variable X, Y : 2 — R can have the same distribution (i.e. for all Borel set B C R,
Px(B) = Py (B)) but still be different. Indeed P(X ~!(B)) = P(Y ~}(B)) does not imply X ~*(B) = Y ~}(B).
For instance in Example X and Y have the same distribution but are not equal.

2.1 Discrete distributions

For discrete subset X C R, the events space (the intersection of B(R) and 2%) is exactly the set of all the
subsets of X: 2% it is then sufficient to define the values of Px(z) = Px({z}) = P(X }({z}) for all z € X.

¢ A Bernoulli random variable X : Q@ — {0, 1} satisfies:
PX=1)=p and PX=0))=1-p

for a certain p € [0, 1]. We denote X ~ Ber(p). When p = %, it can represent the result after throwing
a coin (head or tail). The expectation computes:

EX]=p-1+4(1—p)-0=p.
e A Rademacher random variable X : Q — {—1,1} takes with equal probability the values 1 and —1:
PX=1)=— and P(X=-1)=—.

It is very similar to Bernoulli random variables (¥31 ~ Ber(4)) and used to compute the famous
“Rademacher complexity” that will be presented later in the course.

e Given n € N, a Binomial random variable X : Q — [n] satisfies:

Vken]:P(X =k) = (:)pk(l —p)k.

We denote X ~ Bin(p,n). Given n independent random variables Xi,...X, ~ Ber(p), one has
X1+ -+ X, ~ Bin(p,n):

P(Xy+-+Xp=k)= > PViel: X;=1Yjehn\I:X,=0)

IC[n],|I|=k
k _
= > JIrxi=1 [ Px;=0)= (n>Pk(1 —p)" "
[C[]I|=k i€l eI

The expectation computes:
EX]|=E[X;+ -+ X,] = np.
e A random variable X : w — N follows a Poisson distribution of mean A € R, and we denote X ~ Poi()\)
iif:

k
VkeN:P(sz):e*A%

It usually represents the number of random events that happen in a given interval of time. The
expectation computes:

o . )\k . o0 /\k—l
k=0 k=1

4
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2.2 Continuous random variables

To present laws of continuous random variables, it is convenient to introduce first the notion of probability
density. It rely on an important result of measure theory: Radon-Nikodym Theorem.

Definition 4. Given two measures p,v : B(R) — R, one says that v is absolutely continuous under p and
we denote v < 1 iif:

VB € B(R) : w(B)=0 = v(B)=0

Theorem 6.6 (Radon-Nikodym). Given two measures p,v : B(R) — R, if v < u then there exists a
measurable mapping f : R — R such that:

VB € B(R) : v(B) = /Bf(x)d,u(x).

Continuous random variables are taking value in R that are continuous under the Lebesgue measure A
(the uniform measure on R). That means (see Definition [4]) that for any Borel set B C B(R):

A(B) :/ dt = 0 — Py (B) = 0.
B
Applying Theorem [6.6] one can then deduce the existence of a measurable mapping px : R — R such that

]P’X(A):/Apx(m)dx,

px is called the density of X, and one some times denotes dPx(z) = px(z)dx(z). Below we will present
classical examples of laws of random variables X : 2 — R by expressing their density function px.

e A random variable X : w — R is Uniformly distributed on an interval [a,b], and we denote X ~
Unif([a, b]) iif:

I
Ve e R:px(z) = 7b[—,bc]z’

where, given A CR, l,ca =1if x € A and 1,4 = 0 otherwise.

The expectation computes:

b 71b27a27b+a

1
E[X] = [ 2dPx(z) = —— | xdz=
X /R:” xw) == | wde=55— 2

e A random variable X : w — R follows a Beta distribution of parameters a,b > 0, and we denote
X ~ Beta(a, b) iif

1
Vo e R :px(z) = 73([2’12) 291 —2)P Y

where, B(a,b) = fol 2971 (1 — z)b~L. It is widely used in Bayesian statistics, because, as we will see, it
is stable through posterior inferences.

To express B(a,b) in the case a,b € N* we will use the following recurrence relation obtained from an
integration by parts when a > 2:

B(a,b):agl le“2(1—x)bdx—ll)[xa1(1—m)b}(1):ang(a—l,b—kl)—O
 (a—1)(a—2)---1 (a—DIb—1) [* a2, (a=1)(b—1)
Tt Bra—g P bbtem D =" /0(1_”C>b+ = e =1
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Figure 6.2: Depending on the values of a,b > 0, the expectation 243 1s either the point of highest density
either the point of lowest density, in that last case the distribution has two modes in 0 and 1.

This identity can be extended to real positive values of a,b > 0 thanks to the Gamma function defined
as Vo > 0: T'(x) = [;° t*~'e~'dt, indeed, for any n € N*, I'(n) = n!. One then can show that:

_ T(a)T'(b)
B(a,b) = T(ath)
The expectation computes:
_ T(a+b) [* . 1 T(a+b) _TD(a+b) Ta+1I®B) a
BN = fam) J, 7 00 = rarey Pe 0 = Hre T s o 1) = b

e The density of a Gaussian (or Normal) random variable X : w — R with mean p and variance o2
expresses:

1 _(=z—pw)?
e 202 R

Ve e R:px(z) =

2ro

then we denote X ~ N(u,0?). It is straightforward to check that y = E[X] and 0 = E[(x — u)(X — p)]
once one knows the identity [ et’/2 =
“erf”:

v 2m. Its cumulative distribution function is classically denoted

fopes 2 /t —u’g
err . = — e U
N . ’

(if X ~ N(0,1), P(X < t) = erf(¢)). The normal distribution is of particular interest because of the
central limit Theorem (see Theorem given later in the lecture).

e A random variable X : w — R follows a Student’s t distribution (or simply a t-distribution) of
degree of freedom v iif:

vt1

(=)

2

mr(;)(”xf)Q’

and we denote X ~ t(v). Note that ¢(1) is the Cauchy distribution and #(v) tends to N'(0,1) when v
tends to co. Student random variable of degree of freedom v = n — 1 with n € N can be constructed

Ve e R:px(z) =

6
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followingly. Consider n independent random variables X1, ..., X, ~ N (u,0?) for given p,o € R and
denote the sample mean and the unbiased estimate of the variance respectively:

S|

- 11 .
[L = ZXZ and o= — (Xl — X1)2.
i=1

Then it can be shown that:
A=
o

n—1. ~tn—1),

this remark is at the core of the Student’s t test. The Student distribution is commonly used as an
example of heavy tailed distribution, since one has:

X ~tv) = E[|X[']=00, Vr<v:E[X]|] <.

2.3 Multivariate continuous distributions

Continuous distribution in R? are distributions absolutely continuous under the Lebesgue measure A, of R?
(VB € B(RP), \)(B) = [gdxy---dxp). As for distribution in R, Radon-Nikodym Theorem ensures they
have a density. Given a random vector X : 0 — RP, we define its marginals as being the random variables
X;: Q— R, i € [p] satisfying:

YVweQ: X(w)=(Xi(w),...,Xpw)) € RP

. then, the density of X is some times denoted px,, . x, : RP — R,. It satisfies for all Borel set B € B(RP):

IP’X(B):P(Xfl(B)):/Bpx(w)d)\p(a:):/Bpxl_,__wxp(xl,...,xp)d:cl~~dxp. (6.1)

To give an example, consider the Gaussian random vector X : £ — RP of mean p € RP and covariance
> € M,, has a density:

1

Vo e RP: p(z) = 7(270% det(x)

exp (—(z —p) 87N @ — p)

then we denote X ~ N (i, X). Given a random vector X = (X1,..., X)) : @ — RP, the random variables
X; : Q — R are called the marginals of X they are usually not independent.

Lemma 6.7. Given two continuous (possibly dependent) random vectors X : Q@ — RP and y : Q — R?, with
respective density px and py, and for any y € R?:

/ pxy (z,y)dz = py (y).
R
Proof. We know that for any B € B(R?):
[ ray=rxeryen= [ ([ pestoai)a
yeB yeB zERP

thus, Radon-Nikodym Theorem allows us to conclude that:

| @ =pe)

zERP

for almostﬂ all y € R9. O

IThat means that if we denote A = {y € R? : ntyerrpx,y (,y)dx # py (y)}, then Ag(A) = 0, where )\, is the Lebesgue
measure in R?
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In high dimension, there are some non intuitive phenomena that happens. It is important to have them
in mind when doing machine learning where the most difficult problems are high dimensional. Sometimes
called the curse of dimension, it can become a blessing when it is well understood (notably thanks to random
matrix theory tools). In high dimension happens the so-called concentration of measure phenomenon that
we illustrate below with the example of the norm of Gaussian vectors (but the same phenomenon happens for
other functionals and other random vectors). One of the main contributors to the Theory of Concentration of
the Measure, Michel Talagrand, explained it followingly: “A random variable that depends (in a “smooth”
way) on the influence of many independent variable (but not too much on any of them) is essentially
constant”.

Let us consider here the case of a Gaussian vector X = (X1,...,X,) ~ N(0, ) and study the behavior
of the random variable:

D= |x|? =) X2
=1

We will show that the standard deviation of D is small as compared to its expectation. The variance of a
random variable Y : © — R is commonly denoted:

VY] =E[(Y - E[Y])?]

The expectation of D computes:

and to compute the standard deviation, one can use the following lemma.
Lemma 6.8. Given two independent variables X,Y : Q) — R:

VX +Y] =V[X]+ V[Y]
Proof. Let us simply compute:

V[X +Y] =E[(X +Y - E[X] - E[Y])?]
= E[(X — E[X]))’] - 2E[(X — E[X])(Y — E[Y])]+E[(YY - E[YY])?] =V[X]+V[Y].

=0

Returning to our problem, one can show:

n

E[D] = zn:V[Xf] = zn:]E[(Xf ~E[X7])’] = ) EIX{] - E[X?) =2n,
=1 i=1 i=1

since the fourth moment of ¥ ~ A(0,1) can be computed and equals E[Y*4] = 3E[Y?] = 3. Therefore, one
has:

VD] _ v
ED]  n noe

One says that the squared norm of X ~ N(0, I,,) concentrates around n. The same holds for the non squared
norm. And actually drawings of X will be more likely to lie close to the sphere /nS"~! = {z € R", || X|| =
Vv/n} (see Figure (Right) below). Note that the law of D is absolutely continuous under the Lebesgue

8
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Typical zone of vD = || X]|| -/ "

Figure 6.3: (Left) Schematic view of the density of one marginal X;, of the norm v/D and of the volume
V(r) depending on the distance to 0: r. (Right) Schematic view of the distribution of X ~ AN(0,1,), it
concentrates around the sphere \/nS"~ 1.

measure on R, one can therefore, thanks to Radon-Nikodym Theorem, introduce its density that satisfies for
any interval [a,b] of R with 0 < a < b:

/ po(r)dr = Po([a, b)) = P(D € [a,8])

_ / px () dAn ()
a<||z|]2<b
1

= 7/ e~ 3@ ) o e,
(2m)™2 Ja<a?4oopa2 <b

With the use of n-dimensional spherical coordinates, some integral calculus (which is out of the scope of this
course) can then allow us to show that one can choose:

7“”_1 2
2

Polr) = ey

% and the marginal density px,(r) =

This density is the product of a volume term V(r) = @)

T2 . . . . . .
W@‘T. Those two influences implies that the maximum is reached around n (see Figure (Left)
that provides an intuition). Indeed one can compute the mode (i.e. Argmax, . pp(r)) followingly:

2 2
/

Ppr(r)=0 = m—-1)r""%" e =¢"e" 7 = r=(n-1).
Note that the mode n—1 is not equal to the mean n but still it is very close. More details of this phenomenon

will be given in the lecture about concentration of the measure.

3 From sampling to estimates

3.1 Sampling with inverse distribution function

Definition 5. Given a random variable X : Q — R, the cumulative distribution function — “the cdf” — of
X, Fx : R — [0,1] is the mapping defined for all x € R as:

Fx(z) = P(X <)

9
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Lemma 6.9. For continuous random variables X : Q — R, there is a one-to-one correspondence between
the density px (also called the probability density function — “the pdf”), and the cdf Fx:

Ve eR: Fx(l‘):/x px(t)dt and px(z) = Fy().

— 00

Lemma 6.10. Given a random variable U ~ Unif([0, 1]) and a strictly increasing and on—t(ﬂ (thus invertible)
mapping F : R — [0, 1] the cumulative distribution function of F~1(U) is exactly F:

Fpawy=F

Proof. Given u € R, let us simply compute:

F(u)
P(F~Y(U) > u) =P(U > F(u)) = /0 dt = F(u).

O

This Lemma is of high importance because it allows to simulate all the classical random variables thanks
to the “pseudo random number generator” which is a method present in all computers in order to sample
independent random variables uniformly in [0, 1]. One then just has to apply Fy ! to such samples to obtain
independent samples of a given random variable X : Q — R.

In practice, more efficient methods like the “Box-Muller method” are generally employed to sample
multidimensional random vectors. But this method is arguably too elaborate for a presentation in this
course.

3.2 Rejection sampling
Let us consider a simple but representative example.
Example 6.11. One wants to sample a variable Y :  — R having a Gaussian truncated density:
2

e v /21
frym )
[T et /2qt
for a given a € R. In the case of the Gaussian distribution, one can use precise numerical estimate of the
erf function to compute Fy : t — fioo f(y)dy. But let’s say that we do not have those numerical tools (or

that the distribution that is truncated is more complex than the Gaussian) there still exists a naive way to
sample Y which is the following:

1. Sample X ~ N(0,1) (it has the density t — \/%e_tz/z),
2. if X > a accept it, otherwise reject it.

It can be shown that the set of the accepted samples following this procedure will indeed have as density f.
However, if a is too big (let’s say a = 4.5) then most of the sample of X will satisfy X < 4.5, there is indeed
approxzimately a chance out of 10000 that X > 4.5. Therefore this procedure looks highly inefficient, and we
propose below a more relevant sampling method.

In the previous subsection, given a random variable ¥ : w — R, one has to know Fx in order to
sample X. As pictured in Example it often happens in statistical problems that one just has partial
information on the density of X and, more importantly, that there is no close-form for the integration of
this density: Fx. Typically, one knows that the density f is proportional to a certain function f :R—= Ry
( fiym e=v’/ 2]l[a’+oo) in Example . This proportional relation is denoted f o f , and that means that
there exists a constant C' > 0 such that Vo € R: f(z) = Cf(x). Of course, in that case, since [px =1, one
has C' = 7

2Here it means that F(R) = [0, 1].

—_
hf

10
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y = Cq(x)

x

Figure 6.4: Two possible samples of U and X. U < f(X) so we accept X.

Given a density f o f (we have knowledge on f but not on f) rejection sampling relies on the existence
of an other density ¢ : R — R such that there exists a constant C' > 0 satisfying:

Ve eR: f(z) < Cq(x).

Sample data set of the rejection sampling method is obtained iteratively following on each iteration those
three steps:

1. sample z from the distribution X with density g,
2. sample u from U ~ Unif([0, Cq(x)]),

3. if u < f(x) keep the value z in the final sample data set (“Accept”) and if u > f(z) reject the value z
(see Figure [3.2)).

Doing this iteration 5 times would be formalized with 5 independent random variables X1, X5, X3, X4, X5
all having density g, 5 independent variables Uy, Uy, Us, Uy, Us respectively dependent on X1, X5, X3, X4, X5
since Vi € [5], U; ~ Unif([0, Cq(X;)]). Then if, for a particular sample wy, wa, w3, ws, ws € , one has:

Ulwn) < f(X(w1), Ulws) > f(X(wa)), Ulws) < f(X(wy)), Ulwa) < f(X(wa)), Ulws) > f(X(ws)),

the kept values would be {X (wy), X (w3), X (w4)}. This selection is done under the condition U < f(X) (ie.
under the event {w € Q,U(w) < f(X(w))}), therefore, the density of the associated random variable is the
conditional density:

= px(z | U< f(X)).
Proposition 6.12. The random variable output from rejection sampling has density f.

The following proof relies on the notation for conditional densities. Since the computation rules are quite
intuitive, we allow ourselves to present them here although the rigorous definitions of such objects will be
provided in Section [

Proof. One wants to compute:

p(Y =ylU < f(X)) = =

By definition, px (y) = ¢(y),
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and:

i

Finally one gets as expected:

3.3 Monte Carlo estimation - problem setting

A common problem in statistical learning is to estimate expectations p = E[h(X)] for a random variable
X : Q — R having a density f and a certain measurable mapping h : 2 — R. The law of large numbers
gives us:

Theorem 6.13 (Law of large numbers). Given any sequence of i.i.d. random variables X1, Xa,...: Q — R,

for all e > 0:
P ( > 5) 0 .
n—oo

Therefore a first naive idea is to use as estimator for u = E[X] the random variable i = %Z?:l X;.
If there were no computation limitation, Theorem [6.13] would ensure that for n big enough, 4 can be as
close to v as needed. However the big limitation of Theorem is that it does not provides the speed of
convergence, and we will see in Example that the variance (and thus the speed) varies a lot depending
on the estimator. Actually, X; is already an estimator for u since E[X;] = p, however the big improvement
with /i is that (when the variance is bounded):

LS X - E[x)
n =1

Vi = 5 VI = VX

Therefore when n tends to oo, the random variable fi concentrates around g with a standard deviation of
order 1/4/n. This speed is arguably too slow for a lot of applications, that is why we will present in this
subsection other methods to devise efficient estimators.

When n is big enough, the central limit Theorem provides a limiting confidence interval.

Theorem 6.14 (Central limit). Given a sequence of independent identically distributed random variables
(X:)ien : Q@ — RY such that (Vi € N) E[X;] = p and E[(X; — p)?] = 0% < oo then for all t € R:

nlLH;OP <\£ﬁ (711 iXi - ,u> < t) = erf(t).

Denoting the sample (here biased) standard deviation:

i=1
one has, for n big enough, the pseudo confidence interval:
P (,:L 1967 <pu<p+ 1.960> > 0.95.
n n

Once again, the question is to know what does it means exactly for n to be “big enough”.
Let us give some examples to understand the issues it better.

12
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Example 6.15. Let us consider a Cauchy random vector X ~ % lJrlmQ and we want to estimate the probability:

=P (X > 2)
we will provide below several estimators and compute for all of them the variance to be able to compare them.
They all depend on a sampling of n i.i.d. random variables X1, ..., X, ~ %H-%

o 0 =137 1x,>2. Of course E[6,] = P (X > 2) and the variance computes:

n

; 1 & 1 1
Vi = — > V[ix,»o] = " > E[1%,50] — E[lx,»0]” = Gl 6°),
=1 i=1

since ]13(1-22 = lx,>2. Numerically (integrating the Cauchy distribution), that gives us V[él] = %.
e Noting that § = + 2+°O ﬁ =4 (f:; ﬁ + f;oo ﬁ), one may rather choose 0y = Ly Lxy e
Once again, E[fy] =P (X > 2) = 0 and the variance here computes:
V[fy] = L E[1 ] - E[1 ? = L (0 — 46?)
27 | Xi|>2 IX:l22] = o )

That gives us V][] ~ 0-58 < V[gy].

e Going further, we note that 0 = % ( — %f: 1+1$2) and then rather choose 05 = %(1—% Dy 1) x,)<2)-
2

With this choice one can reduce a bit more the variance and obtain V[fs] ~ =

1 2 1
e Finally with the change of variable  — %, one has the new identity 6 = X [2 1i/lﬁdac =212 1Jrﬁdac
and the associated estimator would be 64 = % S Lyo<x,<1- Here an estimation of the variance gives

us V(4] ~ 107;4.

With those example we saw that on practical examples, it is generally possible to find some small tricks to
find estimator with comparatively small standard deviation (from 6, to 04 the standard deviation reduces by
a factor V103 = 32 — that means that one needs 32 times less samples to estimate 6 with the same precision
error). We will see in next subsection some more systematic techniques to optimize estimators

3.4 Importance sampling

Considering a measurable mapping h : R — R and a density f : R — [0, 1], we try to estimate [; h(z)f(z)dx.
Importance sampling relies on the following identity, true for any g : R — R, measurable and such that
g(x) =0 = f(x) = 0 (the measure induced by f is absolutely continuous under the measure induced by

9):
/h(a:)f(x)dx:/wg(z)dx
R

R 9(z)

The idea is then to play on ¢ in order to find the best estimator possible. The easiest way to compare
estimators is found through a comparison of the variance, and the optimal estimator to that respect is given
by next theorem.

Theorem 6.16 (Rubenstein). Given a measurable mapping h : R — R and a density f : R — Ry, the

density g : R — R that minimizes the variance of %};()X) for X ~ g is:
N h(x)|f(x
g [h(@)|f ()

T T ROl @)d

This theorem is proven thanks to Jensen inequality.

13
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Lemma 6.17 (Jensen inequality). Given a convex mapping ¢ : R = R and a random variable X : Q@ — R
one has the inequality:

¢ (B[X]) < E[¢(X)].
For concave mappings ¢ : R — R, one has the converse identity.

Proof of Theorem[6.16] Given a random variable X ~ g, one can first note that:
2 2
v {h(X)f(X)] e l(h(X)f(X)> & [h(X)f(X)] .

9(X) 9(X) 9(X)

The term E [%} = [g h(x)f(2)dx is independent of g, one therefore just tries to minimize the first

term that satisfies thanks to Jensen inequality:

Ih(X)f(X)}2
9(X) '

2]

2 2
To conclude, first remark that E [%] is independent of g and that it is equal to E Kh();())];()x)) ]

when g = ¢*. That exactly implies that ¢g* is the density that minimize the variance. Be careful that
T — % is not a density, we need to take the absolute value of h(z) to ensure that g*(x) is positive. [
R

4 Conditioning

4.1 Independence

We are still placed in a probability space (w, F,P).

Definition 6. Two events A, B € F are said to be independent iif:
P(AN B) =P(A)P(B)

Remark 6.18. o Fvents A € F of null probability are independent with any other events B € F since
P(ANB)<P(A)=0

e Two distinct events of non null probability are not independent since P(A)P(B) # 0=P(AN B)

o (See Figure[6.5). Let us consider the case Q = [0,1] x [0,1] and P is uniformly distributed on Q. Given
A € F, P(A) is exactly the area of A. Given any intervals [z,x + al,[y,y + b] C [0,1], the events
A=[z,z+a] x[0,1] and B =[0,1] x [y,y + b] are independent since one has:

P(ANB)=a-b=(a-1)(1-b) =P(A)P(B).
The independence between random variables relies on the notion of independence of events.

Definition 7. Two random variables X :  — RP and Y : Q — RY are said to be independent iif for all
Borel sets A € B(RP) and B € B(R?), X (A) and Y1 (B) are independent.

Given an event A € F, we say that X is independent with A if A is independent with X ~1(E) for all
E € B(R).

Example 6.19. o We already presented in Example two non independent random variables when
Q=[0,271), X 1w+ cos(w) and Y : w + sin(w).

14
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A

Y

»

X

y

Figure 6.5: (left) Independence of A and B towards the uniform distribution on Q = [0,1]%. (right)
Independence of X : (w1, ws) — w1 and Y : (w1, we) — wa.

e (See Figure . To present a simple example of two independent random variables, one can consider
again the uniform probability on w = [0,1] x [0,1] setting X : (w1,w2) — wi and Y : (w1,w3) — wa.
Then for any intervals [z,x + al, [y,y + b] C [0,1], one knows that X *([x,z + a]) = [z,z + a] x [0, 1]
and Y =Yy, y+b]) = [0,1] X [y, y +b] are independent. Since by definition of the Borel space, all events
are union, intersections or complementary of intervals, one can deduce that the independence between
X~Y(A) and Y~1(B) generalizes to any Borel set A, B € B([0,1]).

Proposition 6.20. Two random variables X : w — RP and X : w — RY are independent iif for all
measurable bounded mappings f : RP = R and g : R? — R:

Proof. Let us do the proof in the real case p = ¢ = 1.
The sufficient condition is easily satisfied since one can consider for any Borel sets A, B € B(R) the
mappings f:x — 14 and ¢g: y — 1p, then one has:

P(X~H(A) NY~H(B)) = E[f(X)g(Y)] = E[f(X)|E[g(Y)] = P(X ' (4))P(Y~'(B)). (6.2)

For the necessary condition, one can first show it for mappings f : z — 14 and g : y — 1p for certain
events A, B € B(R) exactly with the same identity as . Then one can approximate any general bounded
measurable mapping f : R — R with a series Y a;14, for a certain sequence of parameters (a;)ien € H@i
and a certain sequence of events (4;);en € (R)N. The same way we can approximate g with Y 1 b;1p,.
One can then compute thanks to the linearity of the expectation:

E[f(X)g(Y)] = lim E Z;aﬂlm ;bﬂlBJ
i= j=

— nh_{rgo Z Z aibjE[]]-Ai ]]-Bj]

= nlgr;og; ZlaibjEuAJE[nBA = E[f(X)]E[g(Y)].

15
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This theoretical definition of independence aims at formalizing the drawing of independent events like
two tossing of a coin. The result of the first try can be represented by a first random variable X7 : Q — {0,1}
and the second try by an other independent random variable X5 : Q — {0, 1}. This formalism is only allowed
because it is always possible to consider an independent copy of any independent vector.

Generally two random variables are not independent, a tool is though available to understand their
dependence in that case: conditioning.

4.2 Conditioning
One can find a lot of different notations of conditional probabilities like:
P(A[B) P(A]Y e F) p(AY =y)
p(X = z|B) or px(x|B) p(X=x|Y e€F)or px(z|Y € B) p(X =z |Y =y) or pxy(zly),

for A, B € F two events, X,Y — R, two continuous random variables, y,z € R two scalars and a Borel set
F € B(R). We will define all of these notation below. The two first one are defined easily and intuitively:

e P(A|B) = MAHB) if P(B) # 0, P(A|B) = 0 otherwise.
e Naturally, P(A | Y € F) =P(A | Y~}(F)).
To define the other notations that are actually conditional densities, one has to define first:
p(X =z, A) also denoted px (z, A) and p(X =z,Y = y) also denoted px y(x,y).

The latter notation was already introduced in (6.1]), in Subsection it just represents the joint density of
X and Y. The first notation requires more work to be rigorously defined. In the case where X ~*(X (A)) = 4,
it is simply:

px(x, A) =px(x)La(x) (6.3)
The following remark gives the definition in the general case.

Remark 6.21 (Elaborate definition of px (z, A)). Let us introduce the measure u : B(R) — [0, 1] satisfying
for all E € B(R):

wE)=P(X € E, A)=P(X }(E)N A).

We know that this measure is absolutely continuous under Px. Indeed: Px(E) =0 = P(X Y E)NA) <
Px(E) = 0. Therefore, Radon-Nikodym Theorem provides the existence of a mapping f : R — Ry such that:

VF € B[R): P(X € E, A) /f )dP x ( /f 2)px (z

The mapping © — f(x)px(x) is then denoted p(X = xz, A).

Note that if P(A) < 1, it is not a density since:

Am =2, A)dz = P(X € R, A) =P(A) (6.4)

We can know define:

p(A|Y =y) = %@A) when py (y) # 0 and p(A | Y = y) = 0 otherwise.

e p(X =2z|B) = pXET )B) if P(B) # 0 and p(X = z|B) = 0 otherwise

s p(X=a|YEeF)=pX=a|Y}(F)

16
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e p(X=2x|Y=y) = m;,:i((;),y) if py(y) #0, and p(X =z | Y =y) = 0 otherwise..
First let us show that those conditioned densities are probability densities in the following sense.

Lemma 6.22. Given two continuous (possibly dependent) random vectors X : Q@ — RP and Y : Q — RY,
with respective density px and py, and an event A € F such that P(A) > 0, the conditional densities
z = p(X =z|A) and x — p(X = z|Y = y) are both density functions.

Proof. One just needs to check that [, p(X = z|A)dx = [, p(X = z|Y = y)dx = 1. Let us first compute:

1

/Rpp(X = z|A)dx = m/ﬂv px(x, A)der =1

thanks to (6.4]). Second:

1
pX:xY:ydxzi/pX:x,Y:ydac:L
| =aiy =g = s | o )
thanks to Lemma O

One often uses the notation P(X = z|Y) (or px(x|Y) for continuous variables X) which are actually
random variables that could be seen as measurable mappings of Y

PX=zY):w—PX=zY =Y(w)) (or px(|Y):w—px(z|]Y =Y (w))if X is continuous

. In a sens those conditional probabilities provide exactly the distribution of X if Y was fixed. As any other
random variables, one can integrate them to obtain the following lemma.

Lemma 6.23. Given three random variables X, Z,Y : Q@ — R with X discrete and Z continuous:
EP(X =z|Y)] =P(X =x) and Elpz(2|Y)] = pz(2).
Proof. Let us simply do the proof when Y is continuous:

Elpz (1)) = |

p2(2lY = y)py (y)dy = / p2(zY = y)dy = pz(2),
yeR

yeR

by definition of conditioned probabilities and joint probabilities. O

The following lemma justifies the fact that conditioning is only relevant for non independent random
variables and events

Lemma 6.24. Given two independents events A, B € F such that P(B) # 0:
P(A | B) =P(A)

given two independent continuous random wvariables X, Y : Q@ — R and two scalars xz,y € R such that
py (y) # 0:

pxy(zly) = px(z).
Besides, if X is independent with B:
px(z|B) = px(z).

To study conditioning with Gaussian random vectors, one needs the following important linear algebra
result.

Lemma 6.25 (Schur). The inverse of a block matrizc M = (£ £ ) expresses:

[y (M/H)! —(M/H)"'FH™!
- (-H—lc(M/H)—l H! +H‘1G(M/H)—1FH‘1>

where M/H = E — FH'G.
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Corollary 6.26. the inverse of a block matric M = (g £, decomposes:

M= (—Hlla ?) . ((M/éif)1 H(Jl) _ (é Fﬁ{l)

and therefore det(X) = det(H) det(M/H).
Proof. Let us simply compute:

1 0 (M/H)"Y 0 I —FHY (M/H)™! 0 I —FH!
—-H'G 1)’ 0 H-') \0 I “\-H'GWM/H)"* H') \0 I

:< (M/H)™ —(M/H)"'FH™! )
—~H'G(M/H)"' H '+ H 'G(M/H)"'\FH')"

One can then conclude with Lemma [6.25] O

Example 6.27. Given a Gaussian random vector X ~ N (1, %) where u € RPT9 and ¥ € RPHOXP+a) - ope
can be interested in decomposing the vector X in two parts X7 : Q@ — RP and Xs : Q — R? to try and express
the density of X1 conditioned on Xs. For that we will need the block decomposition:

1 Y11 Y1
= Z = s
g (MQ) <221 E22)
with pp € RP, puy € RY, ¥q; € RPXP Y15 € RPX9 Yoy € RP*P and Yoo € R7¥9. Above we just defined
conditional densities for distributions in R but the definitions extend naturally to continuous distributions in

RP, for p > 2.
Let us express:

T _
S exp 1 (351 — B\ (211 Si) (- ul)
(2m) 55t | /|5 2 \T2 — 2 Yo1 Yoo xe—p2) |’

Let us first look at the terms depending on x1,xo and simply express thanks to Corollary[6.26

1 T1 — M1 T Ip 0 (2/222) 0 Ip —2122521 1 — U1
Px,,X, (1‘171‘2) X exp <_2 <x2 — o . _2521221 Iq : 0 2521 ' 0 Iq ' To — o

1 T 1 _
o exp (2 (21 = paj2)” By (w1 — um)) - exp <2(l’2 — p2)" 20y (22 — uz)) :

PXxi,X, ('rth) =

with:
® fi1)2 = 1+ 2122;721@2 — pi2)
o Uiy =%/T9 = %y; — E1p85, X21.
We know also from Corollary [6.26 that:
1 1 1

@em %S @2n)5 /255 1) /22l

Finally one can deduce from the identity px, x,(z1,%2) = px, x, (®1]|z2)px, (x2) that:

1 1 T -1
- - (- ¥ .
DXy, (T1]72) SN exp < 2 (21— pj2)” S5 (a1 “1|2)> ;

Fizing zo € R, we recognize here a Gaussian distribution ./\/'(u1|2, Y1j2)-

18
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4.3 Conditional Expectation and conditional Independence

Given two, say, continuous, random vectors X : Q@ — RP and YV : Q@ — RY, and an event A € F, the
conditional expectation of X knowing A and the conditional independence of X and Y knowing A are
defined the same way as without the condition, the densities px(x|A), py(y|A), and px y(z,y|A) given
x € RP and y € R? are merely replacing the densities px (x), py (v), and px v (z,y) in these definition. For
simplicity, the definitions below are only provided for continuous random vectors, they can be naturally
extended to more general distribution.

Definition 8 (Conditional expectation). Given an event A € F such that P(A) > 0 and a random vector
X : Q — RP the conditional expectation of X knowing A is defined as:

E[X]A] = /X JP(w). = g /pxpx(x,A)dx,

Given a supplementary continuous random variable Y : @ — RY and y € RY:

BY[X =] = [ upvx(ylo)dy
Ra
Following these definitions, a frequently used object is the random vector:

EY|X]: Q— R?
wr— EY|X = X(w)].

It satisfies the following property:
Lemma 6.28. Given two random vector X :  — RP and Y : Q@ — RY:
EE[Y]X]] = E[X]
and for all f : RP — R, measurable:
E[Y f(X)[X] = f(X)E[Y]X].

Proof. With the definitions, one can express:

[E[Y|X]] /Rp (/Rq ypy,x (yz) dfl?) px(z)dx

=/ / ypy,x (y, x)dyde = E[Y].
Rr JRa

Besides, given w € Q:

E[Y £(X)|X](w) = /R F@)pxy (2, 9)|X = X(w ))dxdy/Rqyf(x)pX’Y((z;(y())’()((w))X(w))dg:dy

(( ((Cj)))/ ypy (y, X = X (w))dy = f(X(w))/Rq ypy (Y| X = X (w))dy
FX@)EY X = X))
thanks to Lemma [6.7] .

Lemma 6.29. Given two independent random vectors X : Q — RP and Y : Q — RY:
E[Y|X] = E[Y],
Proof. We know from Lemma that for all w € Q, py (y|X = X (w)) = py,x (y| X (w)) = py (y), therefore:

BVIX =al = [ wpvxlole)ds = |y (o)dy =BV

19



Statistical learning - STA4042

Example 6.30. Given four parameters p,v,0,0 € R, 0,0 > 0 and considering X ~ N(u,0%) and Z ~
(v,62), the random variable Y = X + Z satisfies:

E[Y] = pi+v E[Y | X]= X +v
VY] =0"+6° E[(Y - X —v)* | X] =67,
one then denotes Y ~ N (X +v,0% |X).

In the previous example it is interesting to see that the variance of Y, conditionally on X, V[Y|X] =
E[(Y —E[Y|X])? | X], is independent of X. It is a simple consequence of the fact that Y = X + Z and that
X is independent with Z. We formalize below the notion of conditional independence.

Definition 9 (Conditional independence). Given three events A, B,C € F, one says that A is independent
of B conditionally on C' iif:

P(ANB | C)=P(A| C)P(B | O).

Given three independent random vectors X : Q@ — RP and Y : Q - R? and Z : Q — R", one says that Y is
independent of Y conditionally on X iif for any measurable mappings f : R” — R and g : R? — R:

Elf(2)9(Y) | XI=E[f(2) | X]E[g(Y) | X].

Example 6.31. Let us give an example of two independent random vectors that are not independent con-
ditionally on a well chosen event. The example is pictured on Figure [6.0. For that let us consider the
sample set Q = [0,1] x [0,1] and the random wvariables X,Y : Q — [0,1] satisfying for all (wy,ws2) € £,
X((wi,we)) = wy and Y((wl,wg ) = we. Considering A = {(wi,w2) € Qws < wa} and following the
introduction of px vy ((z,y), Mﬂ ., let us express:

pxy((7,9), A) = La((z,y))pxy(z,y) = La((z,y))-

Therefore one can compute:

1

1 x
px (, A) = / pxy ((@,y), A)dy = / 1y((z,y))dy = / dy =2

(be careful, here we do not have px (x,A) = Lx-1(a)(z)px (z) because X 1 (X(A)) # A). The same way,

one has py (y, A) = 1 — y and knowing that P(A) = 1

3, one can deduce:

One can then integrate to get the conditional expectations:
1 1 9
E[X|A] = / zpx (z, A)dr = 2/ ridr = 3 and E[Y|A] = -
0 0

However:

E[XY]A] = / / eypx.y ()| A)drdy

I@/le(/omyd@dxP(Z)/Olfdxi¢z1E[X|A] E[Y]|A].

We see that X,Y are not independent conditionally on A.

Lemma 6.32. Given two random vectors X : Q@ — RP and Y : Q — RY, for any measurable mapping
f:RP - R, f(X) is independent of Y, conditionally on X.

3Here A = (X,Y) " 1((X,Y)(A)), where (X,Y) is a random vector satisfying for all w € Q, (X,Y)(w) = (X (w), Y (w)).
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Figure 6.6: For the uniform measure on € = [0,1]2, the random variables X and Y are independent but
they are not independent conditionally on A = {w € Q,Y(w) < X(w)}.

Proof. 1t is a simple consequence of Lemma|[6.28] given two measurable mappings g : R — R and h : R? — R:
Elg(f(X)DR(Y) | X] = g(F(X)E[R(Y) | X] =E[g(f(X)) | X] E[(Y) | X].
O

Lemma 6.33. Given three independent random vectors X : Q@ - RP andY : Q@ > R% and Z: Q - R", Y
and Z are also conditionally independent with X .

Remark 6.34. In the setting of Lemma|6.33, one can infer for instance that for any measurable mappings
¢ :RP 5 R? and p : RP - R", Y + ¢(X) and Z + ¢¥(X) are independent conditionally on X.

Proof of Lemma[6.33 It is a simple consequence of Lemmal6.29] for any mappings f : R” — R and g : R? —
R, f(Z) and ¢g(Y) are both independents of X and therefore:

E[f(2)gV)IX] =E[f(2)9(Y)] = E[f(2)|E[g(Y)] = E[f(2)[X] E[g(Y)[X].
O

With the spirit of Remark we are then able to construct a lot of conditionally independent random
vectors, then their behavior is very similar to classically independent random vectors, one can for instance
provide the proposition on the summation of the variance of conditionally independent random vectors very
similar to Lemma [6.8

Lemma 6.35. Given two random wvariables Z,Y : Q — R independent conditionally on a third random
vector X : 0 — R:

V[Z +Y|X] =V[Z|X] + V[Y|X]
Proof. Let us simply compute:
V[Z+Y|X]=E[(Z+Y —E[Z|X] - E[Y|X])?|X]
E((Z - E[Z|X])*|X] - 2E[(Z - E[Z|X])(Y — E[Y|X])|X] + E[(Y — E[Y]X])*|X]
=E[(Z - E[Z|X])*|X] - 2E[Z - E[Z|X]|X] E[Y - E[Y |X]|X] +E[(Y - E[Y|X])*|X]

=0 =0

= V[Z|X] + V[Y|X].
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